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BATTERY-FREE 
CONNECTED 
MACHINE VISION 
WITH WISPCam
Sustained exponential improvements in the energy efficiency of 
microelectronics has recently enabled us to build battery-free camera 
systems that are powered entirely by propagating radio waves. This 
paper describes primitive machine vision applications built using this 
highly constrained, battery-free camera system. After describing the 
WISPCam system and its constraints, we show how to use it to capture 
(relatively) high-resolution images of faces, without ever capturing 
a full frame at high resolution. This example application illustrates 
the issues that arise in partitioning a demanding vision application 
across mobile hardware that is highly constrained in power, storage, 
computation and communication.

FIGURE 1. Latest prototype 
version of WISPCam with an off-
the-shelf cell phone VGA camera. 

T
he energy efficiency of computing 
has been improving on a steady 
exponential trajectory for the last 

70 years at least, a trend that pre-dates 
integrated circuits. Today’s microelectronics 
is about one trillion (1012) times more 
energy efficient than early computers such 
as Eniac [1] [2]. Thanks to this energy-
efficiency scaling, it became possible in 
the early 2000s to power general purpose 
microcontrollers and low-power sensors 
using propagating radio waves as the only 
power source [3] [4] [5]. Most recently, 
it has become possible to power more 
demanding workloads, such as cameras, 
using only radio waves [6] [7] [8]. This 
article reviews our work on the WISPCam, 
an RF-powered camera that communicates 
via backscatter, and describes the challenges 
of mapping a machine vision application 
onto this highly constrained system.

RF POWERED MOBILE CAMERA  
The WISPCam is a passive wireless 
RFID tag enhanced with a VGA camera 
that leverages RF signals for power and 
communication. (See Figure 1). 

The WISPCam has an on-board low-
power microcontroller enabling it to 
communicate with the camera to store 
image data as well as handling the RFID 
backscatter communication protocol. 
Additionally, the WISPCam utilizes a 
power harvester to accumulate energy from 
RF signals and then store the energy on a 
charge reservoir. 

The major significance of the WISPCam 
is its ability to capture images, perform 
additional computation, and transmit data 
wirelessly without the limitations of batteries, 
excess wiring, or complex installation, yet 
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capture and transmit a vast amount of data 
that contains insignificant information. For 
instance, in the case of the WISPCam as a 
surveillance camera, the WISPCam should 
only capture an image whenever some form 
of movement is occurring in its field of view. 

Figure 2 shows the high-level block 
diagram of WISPCam system deployment 
and how we can decompose and balance 
tasks on the cloud, allowing the WISPCam 
to overcome its limitations. In essence, the 
WISPCam can compress its backscatter data 
by either light computations or application 
based low-power triggering inputs. This 
will result in removing storage and commu-
nication barriers to some extent. Then, in a 
higher-level process, heavy computational 
tasks can be off-loaded to the cloud to over-
come computation and storage limitations. 

As another example, if a host PC wants 
to trigger the WISPCam and assign a task, 
based on the energy requirements of the 
task, the host should either distribute the 
work into smaller tasks or wait until the 
WISPCam harvests enough energy. To 
elaborate, image capturing is an atomic 
operation and triggering this operation 
when the total available energy is less than 
the minimum required energy will result 
to a failure, thus wasting the stored energy. 
This conveys that the host PC should have 
some notion of the WISPCam’s available 
energy. This can be achieved by having 
a low-power timer running at all times, 
which wakes the CPU on the WISPCam 
every few seconds to sample its charge 
level and send that over to the host PC. 
In the remainder of this article, we will 
demonstrate how we implemented the full-
system deployment of the WISPCam.

ON-BOARD COMPUTATION  
Localization is a key aspect that allows 
us to take more advantage of the tag. 
Specifically, in the case of a WISPCam, 
knowing the location from which an 
image was captured can enable different 
applications that are location dependent. 
A few examples include, environmental 
modeling, 3D object reconstruction, and 
location triggered image capturing that 
can be potentially enabled with a location-
aware WISPCam. 

To that end, we reuse the on-board 
camera of the WISPCam to optically 
localize itself by having an optical cue 
in the field of view. The idea is to detect 
four pixel coordinates in the image plane 
that correspond to four known locations 
in the field of view. To enable this, four 
LEDs that are powered and controlled by 
a battery-free RFID tag (LED-WISP) are 
placed in four known locations in the field 
of view of the WISPCam. The WISPCam 
will then captures two back-to-back images 
using its camera. The first image is called 
foreground, that has the four LEDs on, and 
the second image is called background, that 
has the four LEDs off. 

The task of the LED-WISP is to listen to 
the communication between the WISPCam 
and an RFID reader and then synchronize 
itself to the WISPCam whenever a known 
secure key is transmitted between the 
RFID reader and the WISPCam. Detecting 
the occurrence moment of the secure key 
transmission will allow LED-WISP to know 
exactly when the WISPCam is going to 
capture the foreground and background 
images. Consequently, the WISPCam 
will be ensured to have a pair of proper 
foreground and background images, 
where their subtraction will simply give 
four bright corners that correspond to the 
four LEDs coordinates. The setup of this 
implementation is shown in Figure 3a. 

The important point here is that the 
foreground and background images, as well 
as the detection of LEDs coordinates, is 
being done on the WISPCam. Thus, instead 
of sending an entire image to the RFID 
reader, only eight coordinates are being 
transmitted. This reduces data transmission 
to the RFID reader per WISPCam by a 
factor of 1680. Therefore, this will make 
our localization method practical for a very 
dense network of the WISPCam. Instances 

still remaining a low-power system. These 
functionalities and features introduce many 
promising real-world applications for the 
WISPCam. A few of these applications 
include, but are not limited to monitoring 
inaccessible areas, surveillance (such as 
home security), or even monitoring parking 
availability. In fact, the WISPCam can be 
an effective solution to the aforementioned 
applications because it is completely 
battery-free and wireless, resulting in a very 
low-maintenance and cost-efficient mobile 
vision and computation platform. Despite 
enabling many applications, the WISPCam 
standalone has three primary constraints: 

1. Communication speed limitation:
The effective bit-rate using off-the-shelf 
RFID readers is less than 100kbps. 

2. Limited computational capabilities:
WISPCam is an energy scavenging 
device thus, for it to operate properly, 
cutting its computation corners in 
exchange of power requirement 
reduction is a vital factor. 

3. Limited data/code storage space: Its 
total on-chip low-power non-volatile 
memory (FRAM) is limited to about 
64 kilobytes of data and code memory. 

As a result, the WISPCam requires 
some intelligence to partition its operation 
efficiently. Essentially, the WISPCamshould 
decide to work around its storage, 
communication and computation limitations 
by spreading its workload to the on-board 
computer and host PC (cloud). Additionally, 
if a device like the WISPCam lacks the 
intelligence to capture images based on a 
target application, it is probable that it will 

FIGURE 2. High-level block diagram of WISPCam deployment with necessary 
components that will help eliminate its limitations. 
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of foreground and foreground−background
images are shown in Figure 3.

We explored the WISPCams power con-
sumption while doing the aforementioned 
on-board computation. Figure 4a shows 
the power consumption of the WISPCam 
leveraging on-board computation to detect 
LEDs coordinates, while Figure 4b shows 
power consumption profi le in a scenario 
where the WISPCam transmits its entire 
image frames to the host PC without doing 
any computation. Th e energy required for 
capturing foreground and background 
images, computing LED coordinates, and 
transmitting raw image data is 20.5mJ,
17.47mJ, and 8.19mJ, respectively. Leverag-
ing on-board computation to compute LED 
coordinates is a more power-hungry task 
than transmitting the raw image, which is 
due to the fact that backscatter is a passive 
radio. On the other hand, paying that extra 
energy to compute LED coordinates on-
board will introduce about 1700 times less 
traffi  c on the network.

CLOUD COMPUTING  
Most vision algorithms are computationally 
intensive. Th us, it is not possible to imple-
ment them on an energy and computation 
limited platform like the WISPCam. For 
instance, the Viola-Jones face detection 
algorithm takes approximately 426ms on a 
2.2GHz notebook to detect faces for a VGA 
image [9]. Th is means it is impossible to 
implement face detection in real-time on 
the WISPCam. Some other vision tasks, 
such as face recognition, are even more 

computationally intensive. Consequently, 
we require a combination of on-board and 
cloud computation to enable face recogni-
tion using the WISPCam. 

On the other hand, face recognition 
will have a higher recall rate on higher 
resolution images up to a certain image 
resolution threshold [10]. However, the 
total amount of data memory available on 
the WISPCam is just enough for an image 
that has a resolution 10 times lower than a 
VGA image. Nevertheless, face detection 
is possible with lower image resolutions in 
comparison to face recognition [11]. With 
this in mind, our idea is to capture and send 
a subsampled low resolution 160×120 image. 
Th en, a host PC will detect the coordinates 
of the windows that contain faces and report 
them back to the WISPCam. Finally, the 
WISPCam will capture windowed and 
high resolution images of the faces and 
transmit them back to the PC. Th e result of 

this process is shown in Figure 5. Th e face 
captured by WISPCam has four times more 
pixel density in each dimensions than the 
initial 160×120 image. 

MOTION-TRIGGERED CAMERA  
Th e WISPCam is an energy scavenging 
device, which means it is duty cycled based 
on the available energy and, by default, image 
capture and transmission will be triggered 
whenever there is enough energy stored to 
do so. To use the camera for surveillance 
purposes, it is not ideal that the WISPCam 
triggers only based on energy storage. In 
fact, the WISPCam should rely on motion 
detected in its fi eld of view as well. Th us, 
we integrate an ultra-low-power Passive 
Infrared (PIR) motion sensor with the 
WISPCam. Th e PIR sensor is implemented 
to be continuously active, while burning less 
than 3μW of power. Th is enables the ability 
to detect motion and trigger the capture of 

FIGURE 3. Localization setup and a foreground, background and subtracted images sample of 
WISPCam. WISPCam will detect the four LED coordinates by subtracting background and will 
transmit only 4 coordinates instead of an entire image. 

(a) Localization setup
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FIGURE 4. 4a shows detecting the LED coordinates leveraging on-board computation and 4b 
shows transmitting the both raw foreground and background images without any computations. 
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an image in real-time. Figure 6 shows the 
ground truth and the image captured by the 
surveillance WISPCam. 

SUMMARY 
In this article we reviewed the various features 
implemented on the WISPCam, a wireless 
and battery-free mobile RF powered camera. 
Numerous applications were demonstrated 
to address the possible work arounds for 
the limitations that the WISPCam faces. 
We presented our approach on balancing 
computational tasks between a host PC and 
the WISPCam. Additionally, the feasibility 
of some computationally demanding vision 
tasks were explored and evaluated. The key 
achievements on the WISPCam so far as an 
end-to-end system will provide new avenues 
for future applications, which in turn will 
make the WISPCam a more practical 
solution for real-life scenarios. 
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FIGURE 5. WISPCam will capture a 160×120 low resolution image for face detection (a). 
Since this image does not have enough resolution, extracting the face by zooming in will 
result in a poor-quality image (b). Next, WISPCam will capture a windowed high-resolution 
image of the face according to the coordinates of the face (c). 

FIGURE 6. (a) Ground-truth image 
captured with a webcam camera. 
(b) Image captured by WISPCam, 
which was triggered by a PIR sensor. 
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